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What is AI and AI 
General Purpose 
(from the AI Act)



How AI works



Key Points for Copyright Issues
Artificial intelligence systems are based on training in which a large set of data (inputs), chosen by the system developer, is initially provided

to the system.

the input can be a work of art (music, video, photographs, etc.)

the input is corrupted by the system, i.e. decomposed, adding 'noise'.

the AI must reconstruct the dataset, reversing the corruption process. The goal is to recreate the initial input (work), but since the method

used by the system is digital and statistical, the system reconstructs the digital inputs by inserting one piece of data after another according

to the probability of the relationship between the data, so that the final result can never be identical to the original before the corruption

(only similar, or of the same type).

this training creates the model (which identifies the relationships between the elements that make up the input).

once the model is generated, the AI will be able to produce new content, without using any specific original content, by applying the

notions acquired through the analysis of the datasets originally provided, which were identified by linking each content to its description in

natural language.

AI systems do not keep copies of the input, or even parts. Rather, they are trained to determine - in a general way - which element tends

statistically to be in a certain position in the work. During the training there is however reproduction of the work of art.



What impact of  AI 
on the cultural 
industry?



Some risks and 
opportunities



AI Act



The primary objective 
of  the AI Act



The discipline of  AI in Europe
1 August 2024 - entry into force of the EU AI Act (Regulation 1689/2024).

2 February 2025 - banned artificial intelligence practices must be withdrawn from the market (unacceptable risks such as technologies to

manipulate people's behavior, biometric surveillance, etc.).

2 May 2025: codes of conduct between developers, companies and industry associations and the European Union will be ready to ensure

the inclusion of AI Act principles in AI development (environmental and social sustainability, training and literacy, ethical principles).

2 August 2025: Gpai must comply with the new rules (content tagged in a machine-readable system and recognizable as generated by an

AI; deepfakes tagged; users made aware if they are interacting with a chatbot). A governance structure will have to be set up (AI Office,

European Committee for Artificial Intelligence, national market surveillance authorities, etc.).

2 February 2026: the EU Commission will adopt an implementing act with detailed provisions establishing a template for the post-market

monitoring plan and the list of elements to be included in the plan.

2 August 2026: all AI Act regulations become applicable, including the requirements for high-risk systems defined in Annex III (list of high-risk

use cases). Member States shall ensure that their competent authorities have established at least one operational AI regulatory testing

environment at national level.

2 August 2027: the obligations for high-risk systems defined in Annex I (list of EU harmonization rules) apply



Highlights of  the 
AI Act on the 
lawful use of  
data/works by AI



Extraction of  
protected works 
to instruct AI



Providers must comply with Union law on copyright and related rights, in particular to identify and respect reservations of

rights expressed by right-holders pursuant to Article 4(3) of Directive (EU) 2019/790.

Any supplier placing a general-purpose AI model on the Union market must comply with this obligation, regardless of the

jurisdiction in which the relevant copyright acts underlying the training of such general-purpose IA models take place.

This is necessary to ensure a level playing field among providers of general purposes AI models, as no provider should be

able to gain a competitive advantage in the Union market by applying less stringent copyright rules than in the Union.



Highlights of  the AI Act with regard to 
transparency regarding the content used 

AI model providers should develop and make available to the public a sufficiently detailed summary of the content used

for training. While duly taking into account the need to protect trade secrets and confidential business information, this

summary should be broad and general in scope, rather than detailed in technical terms, in order to facilitate parties in

exercising and enforcing their rights under Union law, for example by listing the main collections or datasets that have

been included in the model training, and providing a description of the other data sources used.

The AI Office will provide a template for the summary, which should be simple and effective and allow the provider to

provide the requested summary in descriptive form. The AI Office should check whether the provider has fulfilled these

obligations without verifying or assessing the training data in terms of copyright compliance.

The Regulation is without prejudice to the application of copyright rules under Union law



Highlights of  the AI Act with regard to 
transparency regarding the interaction

Providers shall ensure that AI systems intended to interact directly with natural persons are designed and developed in

such a way that the natural persons concerned are informed that they are interacting with an AI system, unless this is

obvious from the perspective of a reasonably informed, alert and prudent natural person, taking into account the

circumstances and context of use.

Providers shall ensure that the results of the AI system are marked in a machine-readable format and detectable as

artificially generated or manipulated. Vendors shall ensure that their technical solutions are effective, interoperable,

robust and reliable to the extent technically feasible, taking into account the specificities of different content,

implementation costs and state of the art. This obligation does not apply if AI systems perform a standard editing

assistance function or do not substantially alter the input data provided by the user or their semantics.

The Regulation is without prejudice to the application of copyright rules under Union law



Article 50 (3 of  4)

4. Anyone using an AI system that generates or manipulates image, audio or video content that constitutes a deep fake

must declare that the content has been artificially generated or manipulated. This obligation does not apply if the use is

authorised by law to detect, prevent, investigate or prosecute crimes. If the content is part of an obviously artistic,

creative, satirical, fictional or similar work or programme, the transparency obligations in this paragraph are limited to the

disclosure of the existence of such generated or manipulated content in an appropriate manner that does not obstruct

the viewing or enjoyment of the work. Persons who use an IA system that generates or manipulates a published text for

the purpose of informing the public about matters of public interest are required to disclose that the text has been

artificially generated or manipulated. This obligation does not apply when the use is authorised by law to detect, prevent,

investigate or prosecute criminal offences or when the AI-generated content has undergone a process of human review

or editorial control and when a natural or legal person has editorial responsibility for the publication of the content.



In summary 
regarding the 
transparency 
(labelling) of  AI 
contents



AI and case law in 
Europe (1 of  2)



AI and case law in 
Europe (2 of  2)



GDPR (Regulation on personal data in EU)

In March 2023 there was a temporary ban of ChatGPT in Italy and investigation commenced by the Italian Data

Protection Authority (IDPA). It was the first case of this type in the world.

At the end of 2024 IDPA issued a 15 million euro fine holding that:

• OpenAI trained ChatGPT with users’ personal data without first identifying a proper legal basis for the activity, as required

under GDPR;

• OpenAI also failed to notify about a data breach;

• OpenAI did not provide proper age verification mechanisms for users under age 13.

In addition to the fine, OpenAI must also conduct a six-month public education campaign. OpenAI intends to appeal

the decision…meanwhile the IDPA on Jan. 30, 2025 suspended DeepSeek in Italy.



Thank you for your
attention!

www.lgvavvocati.it

http://www.lgvavvocati.it/
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